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THE INDUSTRIAL INTERNET IS EMERGING

From servers 1o people and now “things,” the Intémet B powering connections to trilions of entities cround the
world, More connections maan more knowledge, more CoNversotions and more optmoton, and in the nesxt .
wove of the Internet — the Industriol Internet — these connections wil lead to smorter technologes thot help to O ~
mowve, cure, power and build out the world we live in. From high speed troins tc hospitals to the cpplonces in =
your kitchen, everything wil be more efficienl and more convenient for people —
— _—
Lol

) mﬁ;. Focebook for your fights? Smort et
engines gve S10tus updotes recl-tme whie
in fight ond on the ground, 50 oirines con
keep better trock of montenance and get
passergers from ploce to ploce more
Quickly ond efficently. Ar irovelers 0cross
the globe "Like" !

The energy grid i getting even smortet, with utiltes
now obike 1o monitor power tronsformers, diognose
hiccups and plon for disruptions. When things move
m" FEEA - Iwnmmlo . Enobling core raffic control every medicol
: 9 device in the emergency section of o hospitol
now has a “poger” ond will be oble to tell
rushed doctors ond nurses where they con be
found and whether they need o be deaned
or rechorged — saving cruciol time ond lives
in the process. Softwore helps schedule shifts
ond cnticpate bottienecks based on recitime
+ dato — like incoming messoges from ambu-
lonces en route 1o the ER.
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Optimang ral, Foster trips with kess hossie for &
trovelers: troin networks get clogged becouse - p- \
every individucl locomotve’s trip hos tobe ’ P g X




The analytics challenge
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Analytics in energy services
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PERVASIVE ANALYTICS AND MODELING TO ADVANCED DECISIONING ENGINES ROBUST, SECURE,
INFORMATION CONVERT DATA INTO THROUGH ARTIFICIAL & LONG-LASTING
ACQUISITION INFORMATION COMPUTATIONAL INTELLIGENCE DECISION SYSTEMS

- Sensors - Computing & storage resources - Performance optimization - Real-time adaptive
- Cameras differ along the line (e.g. Fault - Improved CFD models, feedback for behaviour
- Field reports (text) detection on on-site monitors vs. design of newer equipment - Systems that evolve
- Data from smart RM&D centers) - Diagnostics & prognostics — along with the data
grid? - Visualization tools for multi- performance monitoring, fault detection,

dimensional time series data root cause analysis

- Working with compressed data - Plant-level analytics and decisioning

K - Text mining - Flow up to contractual services
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Performance monitoring — Diagnostics —
Prognostics — Lifecycle management
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Source: Rajagopalan C., Debasis Bal, Roopesh Ranjan. The Power Of Analytics In Equipment Diagnosis. JFWTC Journal. Vol. 7 (3-4). 2011.
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Scalable, resource-aware analytics

 Big data (X) + Small data (Y)
* Data quality
* Scalable, reusable analytics

» Complexity challenge: How to use domain
knowledge to improve the bias-variance trade-off

« Computational challenge: “Big” is in the eye of the
computer!
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Computing Challenge

<1K$ 5-10K $ ~100K $ >IM $
\Handheld Workstations Small clusters SupercomputersJ
|
puticore | - [ Monycore Processors are getting wider and not
B B [SEESSSSS
mm| iEEE| | foster?

. Power wall
Memory Bottleneck
. ILP (Instruction Level Parallelism)

* More cores: need change in programming paradigms/architecture

 Power consumption
e Supercomputing challenge - exascale computing <= 20MW

 Low end devices need more features, more performance, better
battery life - low power many-core computing

« Memory - bandwidth, cost, power (low memory footprint computing)

* Higher performance at lower cost
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Computing Challenge

<1lK$ “10K $ ~100K $ >1IM $

\Handheld Qﬁrkstations Small chjt;vz SupercomputersJ
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Many analytics and applications in
GE may be required torunona
heterogeneous computing platform
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Analytics and Computing

* Low-cost sensors combined with low-cost low-
power processors to pre-process the data and send
back only the bits that need further analysis

* Low-cost computing infrastructure to enable
analytics capabilities

» Self-provisioning systems to connect analytical
algorithms with the cloud

« Examples include remote monitoring, engineering
applications, image analytics, etc.
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Computing @ GE Global Research

Low pressure turbine
simulation @ Oak Ridge

National Lab (Jaguar)
Turbojet engine

simulation at Aragonne
National Lab (BlueGene/P)
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Fast Recon on GPU
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Towards Higher Resolution, Higher Acceleration,
Multiple Phases ! More complex iterative Algorithms!!
Low Recon Lag at Low Cost !!!
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GPU-Based Recon as a
Solution

CPU Cores GPU Cores
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+ Fewer powerful CPU cores vs.
100’s of massively parallel GPU
cores

+ Low incremental cost

- Parallel Algorithm design and
development
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